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11. ~ CO-IONAL FMMEUORK

A. Cbaracteriaatio8 of MUF and D

Derivation of th, main results neceanarily
entails @oma mathematics. In what follows,
mstrix algebra is used to devulop the theory.
Though perhaps unfamiliar to those with nonsta-
tistical backgrounds, the associated notation
provides Er?r concise ●xpression of vary general
formulae. Relation of matrix ●lgebra co the
more crxmnonly used (and 10SS raad:~blri) surrrM-
tion S1 na and subscripts is mvieworl in many
cext~zs ! on linear models. Raadcrs unintere6tnd
in aueh detnlla may ignore thorn and focus atten-
tion on ths taxt.

Let tho facility oparator’a ●ccountability
vnlues uead in the NUF calculation bo reprc-
aentod by tha N-component vector o, where n lS
written in partitioned form an

(1)OT = [O(BI)T I O(R)T ] 0(6)T I O(~[)T]

and

o(BI) is tha vnctor of tht N(BI) account-
ability valuea corresponding to item
in imginnlng inventory,

u(R) is the vuctcrr of tha N(R) accouut-
abllfLy VI!lUOS corr~uponding Lo items
in r9colpt,

o(R) in tha vect~r of the X(S) ncti:unt-
nbil{ty wluuti corrarpollding to itwln
In tihipmentt

n(~l) in Lh8 vertor of the N(E1) LIcC(J1lnt-

{,blllty Vll]Ur?ll CO~l’OII~Olldill~ LU ltcIM

Lu cnd[lt~ inventory, nnd
N = N(B1) + N(R) + N(S) + N(E1) i~ tlln ttltill

nMdWr of itrme involv~d (sumn lLemI;
llLly bm cuuntod twirn, LIS kuilld h.) Lha
cnrIo fur n given Itlim in buth lIf!KIII.
IIln:\ nnd ending Invrjntury),

whllr* lhn rymIJul “T” III~tlcJLoM trnll~lw~ltlou.
Altw, l\’t



~. . the Covariance matrix of o . (2)

The form of ~. can be somewhat complicated, de-
pending on how the facility measures various
items, e.g., how accountability weights, c(.ncen-
trations, and so on are measured by available
instrumentation.

Lek the vector f correspond CJ o mid denote
the vector of falsifications. If the facility
does nnt falsify any accounttibility values,
then f is equal to a vector of zeroes. Note
that the effects of inn.cwt causes, such as
clerical errokw, are imlistinguishable from
those of malevolent falsification and can pro-
duce nonzero values of f. In any event, the
data reported by the facility is n + f, and it
follows that the reported NW is

MUF= aT (O+ f) (3)

R MUFU+ F ,

where

F = zTf = the total falsificati n,

MUFU= ZTO = the (unfalsified) MUF that
would be reported if F were
equal to 0, and

ZT ~ [=(B1)T 1 =(R)T 1 ~(s)T 1 =(E1)T]
(4)

m (+l(BI)T I +l(R)T I -l(s)T \ -L(EI)T] ,

1(81) denotes tho N(BI)-component vector with
all components equal to one, and l(R)$ 1(3))
iind l[EI) are defined similarly.

Suppose for the moment that the irspectorate
indcpmmlent.ly mea.surctd all items in the reported
MuF.- (Asidi: assumed independence does
sjmplify the mathematics, but it does lead
cleaner interpretation of results. ) Then
resulting ddta would be represented by
vector i, whtrru

[r . [i(Bi)T 1 i(N)T 1 i(s)T 1 i(E[)T]

and

not
to

the
the

(5)

i(BI) is Lha vector of the N(BJ) inspYctor-
Qtl!’s vdlues cortwponding to item~
in llegillfling !flvcntoryl

1(R) is the vector of the N(R) lnspactor-
at.o’s Valutr$ corresponding to itcmtr

in receipt,

1($;) 18 the vector of the N(S) inspactor-
atc’n Vnllleo t’.orre~punding to ~tcmu

111 shipment, and
i(K1) {s tlt~ vecknr of the N(Rf) {!lHp@ctor-

tite’~ vnluea (’orreSpolldlll K” tU ~tt’lllS

111 eI\dlIIg illvelltoryl

Also, let

Zi = the covarfance matrix of i . (6)

As with the operator’s covariance matrix, ~o,
the form of the inspectorate’s cov.wiance matrix
Xi can be very complicated depending on how
measurements are made.

Owing to resource constraints, the inspec-
torate does not measure all of the items irl-
volved. Rather, only a portion is measured.
For illustration) suppose that random samples
of n(BI), n(R), n(S), and n(EI) items are l.n-
spected from the beginning inventory, receipts,
shipments, and ending inventory, respectively.
Extensions to other (more realist~c) sampling
regimes are -discussed later. Let c!(BI), d(R),
J(S), and d(EI) denote the average observed
differences, OperatOr minus inspector, fol’ the
items measured by the inspector in the beginning
inventory, receipts, shipments, and ending in-
ventory, respectively. The D statistic for this
sampling procedure extrapolates thes.? averages
%nd is

D= N(BI) i(BI) +N(R) a(R) - N(s) (i(s)

-N(EI) ii(EI) .

An equivalent wtry of writing D, find one
which leads to the derivati(.n of useful prop-
erties, is

D.6T[,J+f) -i], (7)

where [(o + f) - i] represents the vector of
differences that would have b~un ohsarvcd had
the inspectorate measured all N items and the
venter 9 (for “sampling”) reflects the sampling
regime. In partitioned form,

ST - [o(BI)T I it(R)T I o(s)’r I s(EI)TI , (8)

The Jth .Iement of E(BI) is aqua] co

[e(DI)lj = Non times the jth elwni!nt
Of E(BI) if tflu jkh it~m ill bl?-

g{nnlng lnvcntcry lu meudurod by

Lhe in~pectorl:tc, Nnd

9 0 {f the jtti item iS Ilot. nl~i~#-

ured hy the lt):l~(!CLol’i.lU.l!,

The vectors n(R), M(S), and fl(E1) nr!! d?flIIeIl
r31mllarlyo

Note that thri
--{t depends on
expwctad vtilue of

Es(m) ■ S! ,



where -Es denotes expectation with respect to
the sampling mechanism and z is as de f~ned in
Kq. (k). Loosely speaking, Eq. (9) Jmplies that
each item is given wei~ht one, on average, by
the sampling, and this phenomenon is at the
heart of the unbiasedness of the D statistic in
evaluating falsification.

other properties of s as defined above are
found from sampling theory. Consider the covar-
iance matrix of s(BI), denoted Z$(DT). Tha L
matrix is

i 1l(BI)l(BI)T
‘s(BJ) = k(BI) 1(131) - N(BI) (lo)

for the constant

~(B1) ~N(BI)[~RJXJ--n(BIjl.—.. if N(BI) > 1
non - 1]

-0 if N(BI) = 1

ond I(BI) the identity matrix with dimension
N(BI).

Because tho in.opectorate pursues stratified
camplln~ with four rnn(lorn samples (for 31, R,
<,.), and III, respectively), the covariunce matrix
Es for a has the block diagonal form

0 0

0 Z$([{) o 0
x$ = (11)

o 0 Xs(fj) o“

o 0 0

wtlcro c)lch of ~~(fj[), ~s(R)I ~~(s)$ nnd x (Ill)

hnVo the structuru 11S indicated in fiq. ?10).
Norc rmfined atratiiication, such as when the
{tcnlll jn beginning illvcnt.ory are !.hcmselves
ntr~ltf.fiod and rnndomly smnplod, generate othar
block diugonlll covnri.ante structures,

, Equ,ltLons (1)-(11) lay the groundwork for
obtaining properties of the D stfltistic. Ro-
tllrnl,ng to IIqo (7), th~ expactcd vnlue of D is

R(D) M ~[RT(O + f - 1)] ,

nnd mlituul indcpot)(jf:l)re of (8, 0, 1) lmpllt!s

(his is

mk’$ (12)

wll~rc F 10 the total fnlnlfi(:n(tr)n, ‘Ills rtiqult.

tl(,~II!ndfl on unbliia,fd nlea~urumenta nnd on u s;mv-

pllng reglmo for wlItrh Es(a) = n, Many Sflnlpling

rt?glml’s, f~l)ch N!i thoflo bAMcd un more rcfl!t~d
Iltl.atil’lcatilm or (Ill ~lust,arlnfi, (’?11) fi,ltlflly

thfH r!on(lltlotl; 1){) Udd{t[Oll,ll fi8111Ull}~t{tJnlI 11l°C

ruqulrl,d.

The variance of D can also be fouml followi-
ng from Eq. (7), though the n!?:hwnatics are
soincwhat complictited. Begin with

Var (D) = Var [s’r(o + f - i)] .

Independence of s, O, aIId f implies that this
is equal to

=ZTZoz+zTEiz+fTxs f

+ tr [X$] [Zo] + tr [Es] [~il .
(13)

where “tr” denotes the trace of a matrix (i.e,,
the sum of its diagonal elements).

c. Variance of MIJF-D in the Conventional
Framework

Note that the
is

t20v (MUF,D) m

Cov [XT (o

covariance between MUF and D

+ f) , ST (o +f - i)] .

Independence of n, o, and i leads, proceeding
by conditioning and unconditionin~, to

= cov [sT (o + f) , ST (o + f)]

- Cov [ZT (o + f) , XT (o + f)]

w Var (MUF) ,

the variance of the operator’s report.ei NUF.
Thus, MUF-D has variancn

Var (MUF-D) = Var (MuF) + Var (D)

- 2 cov (MUF,D)

- Var (f)) - Var (MUF) , (1/4)

This relation is illustrated, for rostrlctive
conditions, on p, 173, Part F of tho IAEA lcch-

nicnl manual. However, it is clear from Eq,
(13) that the relation in a generol one lh~lt
does nut require facility’s ond/oL’ in#pector-
~te’s meaeuremcnto to ba tndcipendnnt betw{~ut~
utratu or to hove the so-culled aystemnL{c/

randcm error strllcture, nor does i.t strictly
requlru strntlfled samplifig by ttlti lnspcctora:c,
(Aoide, Per statlsticnl convention, str~tif{”
ci~tlofi fm dcfinod uround thm nnnIpljnM L,lvchfinism
lnatend of, for exnmplo, being d~fined aroul~d
the phyuical charnctori~tlt~ of the items buin~{
mernsurod,

nrti four
{nvantory,
vul~tory, )



For any sampling regim~ and any (independ-
entt ) inspection of reported accountabil’.ty
values, the varisnce of the MUF-D statistic can

br written as Var (D) - Var (HUF) and, in more
intuitive for:n, as

Var (MUF’-D) = ZT xi z

r (tt [Es] [Eo] +tr [E~l [xi])

+ fT r:, f

= Var (insFecto~ate’s FfUF given
100% swnpling)

+ Var (sampling : measurement
errors ) (15)

+ Var (sampling : falsifications).

Thq first term on the right hand side of equal-
ity (15), zT&i z, is the lower bound for
Vnr (MUF-D) and represents the rrfnimum achiev-
able based on the quality of the measurements
involved. That bound lli attained for 100% sam-
plin: by the il,specturate, and MUF-O is simply
the Inspectoratc’s MtlF. In that the fnspcct.or-
;:tc’q measurenv,.t~ may be of poorer quality than
ti.es,? of tho facility, obvious problems exJst4
if a small variance iF required.

Th: second tc-m,

(LI’ [Es] [Xo] +tr [Xs] (Xi]}

ql:.lll!,lfie~ ~;omething of a penalLy ftom the sam-
plin!: hnposed by reaouree constraints; when no
facility moasurtrnents have been falcf.fiod, thjs
term reflects the acldiLlonal variability in-
r:tjrreti heyonrj thn minimum. For many common sum-

pllIIg meclianism:l (such as stratified snmpling)
onrl elror Ill(dcfls (such 430 those involving so-
ciilled systematic dnd random f?rrok components),

till! Ge[$nnd term can hnve a very almple form.
S\mh form fnllows from thu orthogonal~ty of ~a
tro!ll tho swiplttig mechanism to the ~rrtraclass

c,; rrclatiou ttructilrc Induct,d by tile error
IIIO(]C?] , ki)ich in rflscussod ~ti t!lfi next section,

‘1’111:1third term in (15), fT &g f, rrfflee.d
I.11: Ji)ter!ictior] between tllfl sumpl{ng plan and
thl f’rilslflcfltlufl ficfjnur{o, IL (!1{!1411S ~@ro Lor

:IP{IcI,!l cakes (e.g,, IIti fa]~il’icotior) or 100X
I.llftpu,:tloo) but is ucually ponitiv.~ whtn fals[-
fi(,llt!(lll fJ(’CUr&l. This term nluu h,,~u ir~t~rpret-
ILIJII! structur(, for str~it{fjud snmplinK, us dJti-
cufl~qcl in Sec. 11011, find hns Implicntlons for
l,lp})r’oxlll~ ~fI# dcteclion Qcfl:iltivity, /lfi (!l!l-

(!l$!!i!.’d in EiCc. IIOF,

.

D. Special Error
&ndonr Sampling

Following from Eq.
cation

Var (WF-D) = ZT Xi

Models and Stratified

(15), under no falsifi-

Z

+ tr [Xsl [Eo] + tr [~~1 [Xi] .

Note that only the second term, tr [Xs] [Eo],
involves the facility’s mess
Following from Eq. (11),

tr [X9] [Xol = tr [EE(BI)I

+ tr [~E(R)]

+ tr [X6(S)]

~rement - errois.

‘o(BI)]

[Eo(R)]

[Xo(s)l

+ tr [XB(E1)I [EO(EI)I *

an equality which holds becausa the sampling
mechanism for BI, R, S, and EI are independent.
Measurement correlations between strata do riot
affect this term; only those within each scrotum
are

the
Eq .

relevant..

Consider the first *.erm,

tr [~s(BI)l [~o(BI)l s

r%naining terms behave similarly. Usin6
(lo),

‘r [%(BI)I ZO(BI)I

[ 1I~BI)l(Ml! [XO(D1)I i
E k(BI) tr I(B!) - - ~~~-;.j-”

If all nrcasured values in boginl)lng inventory
$Igvstematic error” ~,ithhave a common . “systema-

tic error variance” 2 the usual u,~ditive errorQll8
modol impl~,es that the covariance m;jLrix for the
fncility’s muafiurerncnts o(BI) has the ifitr.iclu~~
correlation structure

EO(B1) =u~ l(BI) l#H)T+ u? J(BI) J

2 is the so-calledwhore fffi “rnlldom rrrrur
ante.” Thw mbovn is

tr [~g(BI)] [~o(BI)l

vnri-

(16)

Imp9rtnlttly, LI1o term involvufi only 9CI and t~l?
f,II?i~lty’11 no-called Ry#t@,mt{c error for IIII:,IN-.

utf!d bo~lnnlnti lnvcntory 1s “ollm{flutvd,”



Such elimination does not occur when begin-
ning inv, Itory consists of several types of
i terns, w! re each type +S measured with a cfif-
fererrt instrument. In otlicrwords, types of
itemk measured iz:dept?n(!ef)tly should not be
pooled into a single stratum thi~t 1s samPled f!s
a single en:ity when error models correspond to
the i,ltraclass structure and an terms are im-

‘r [X, ] [~o~tt~m~i~ri]y’ ‘hen ‘alsifi~a~ion

portant,
occurs, and the f Z~ f terim c~n dominate the

. (15), that Pmliw c~I~
!Jehelpful to the inspectorate. This is because
an intelligent falsifier can take advantage of
the str,~tificrttion, should such be knrrwn to him.
This is especially true in cases whdre inspec-
tion resources are scarce, most measurements

are of high quality, and gross falsifications
are of concern.

As a simple example, suppose that beginning
invelttory consists of 100 items: 80 items of
one type and 20 items of another, The facility
chooses to falsify accountability values for 10
of the lGO items by large amounts. Furth~r,
th: in$pectorate haa resources to inspect 10 of
Lke 100 item. If all items are pooled ~nto a
sill:lc stratum for samp!ing, at least one falsi-
fied item is inspected with 672 probability and,
giver} Low measurement errors, detection occurs.

Next, consider the case where the items are
s~rntifierl by type, with the 80 items of the
I.irst type forming one str.~tum irnd the ether 20
If]ulllit!g ano ner. I%e two strata are aanrpled
:Crp:..,rately. No matter how insp.sction resources
cre allocated (e.g. , inspecting 5 items of each
ty~lc or inspecting 7 of the first type and 3
of the second), the facility bns rivrrilable a
strutcgy to reduce the chances of inspection of
it fulsifi.ed item below the 67X figure above.
‘Thus, strstifjc:~tf.on can be inefficient in deal-
Itl}f with .qcennri.~~; involving grotia falsific.~-
Llonu, An such, the $ubject of how to stratify
~!MIUld5 be givcrr riome tl:ought, afi ha~j b~!en
Iultcrl,

At unot.ller exl.temc, lf tlw scenarios or! in-
terest are such thut tha folsiflcatlo”~ compo-
ncrrt f!T X8 f of Var (NLF-L)) lrI not of grent
r:nncern, t.hvn tllfiro IS little mntivat{r)ll for
llCO1; llL; . Me+19ur13nr?nL crr~;ts dominfl:c , and
ritratjflctrtfoll ran k,c hclpflll.

2 ‘! J1 - n(BI)/N(BI)~
= ‘F(BI)

N(BI) ‘—-
n(BI) (17)

Q.::!;LN’8M
+ S:(R) ‘(R)

N(S)* L ~f~;/N(S~..-.’.—
+ +s)

$where s (BI) is the usual “sample variance” of
the N(EI) elements of the falsification vector
f(EI) and s?(R), s#(s), ~~nd SF;EI) are defined
analogot’sly. These variances coupled with the
“finite population corrections,” [1 - n/N],
re~resent variability due to the sampling com-
ponent. If there were no measurement errors
(10 = Zi = o), the value of the D statistic
would depend on the sampling distribution clone.

Note that fT Is f is easily interpreted.
Us lng beginning inventcry for illustration,
sF(~lj is the standard deviation of the falsi-
fication amounts for the N(BI) items. Thi S
standard deviat{on can be Iiewed as nlensurirlg
the departure frcm uniform falsification. The
term 1 - non is the portic>n of items
that go urrinspected, If, far example-, SF(BI)
and [1 - non] are large, then d(BI) can
vary a great rieaL because of sampling. Con-
versely, if stirnpling is not a great contributor
to overall v~rlability, then the driving factor
behind Var [d(BI)] is measurement error.

F. Nonnomnulity of the D Statistfc

As in apparent from th~ previous sections,
normally distributed measurement errors need
not imply that the D st.~tistic be normally dis-
tributcrl. !ndeod, tho falsification sccrrario,
reflected in tha vactor f, nnd t!t~J s.lmplinl;
rcg{rw, reflected in the mut~ix Es, can hav13
great impack on the dlatrlbuticrn of 1),
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Conversely, standard devia ions from worst-case
scenarios cnn produce results that are too pes-
simistic.

111. TUE ATTRIBUTES ANfl VARIABLES FRAMEWORK

A. ‘i%O D SkatisticM

It should be noted that some of the results
of the previous section Iiave appenred e16awhere
and that a considerable Iit’eruture has arisen
arounu the convcntionml fromework, Importantly,
tho formulation as in Sec. II U11OWS for gener-
nliztit ion LO other contexts.

(’onsidcr the case where thn inspectoratc has
the ca~ability to me{]surc ilems in ar)y given
strutunl with two strritum-spoclfic instruments,

lollrJw h:lve npplic:~t.ion to dlita n[lalytils {Is wclL
fl.j to pllllllllll~ of lllspQctlt)llM.



where (a,v) uenotes (attributes, variables).
Let E,, and ~ be the covariance matrices asso-
ciateti with a and v, respectively. Also let
z~lv denote t-he matrix whose (j,k)th element is
the covariance between the jth element of a and
the kth element of v. Many, if not most, of

the elements of )&., may be zero; correlations
may occur in special cases, such as when an NDA
instrument is used with ii short counting time
for attributl’s purp~ses and a long counting time

“for variabl:s purp>~es.

Extending the results from Sec. 11.A, theie
are now two difference vectors, one for the in-
spectorate’s attributes measurements and one for
variables:

d(a) =o+f-a and

d(v) cc)+f -v. (19)

The~ vectors are analogous to the vector
o +..f - i for the conventional D stati3tic as
discussed earlier.

Owing to resource constraints, the inspector
does not observe all OF the elements of d(a)
~,nd d(v). Rather, a sample is obtnined. The
samplin~ can be pursued in many different ways,
such fltl b} obtaining independent random sam-
plcsl --ene sample for the items to be moni-
tcred us+ng the attributes instrument and an-
other for tlie items to be monitored using the
\’:iri:li.les instrrxrmnt. T!lough such a procedure
is nut without merit, it is somewhat inefficient
}ICCaUSe of potential redundancy. If available
r,sclurcee preclude cxtensivl,, eampling and meas-
urement properties are known, it is wasteful
(or the in;pectcratc to measure a given item
Lw~cc (~.t!,, using both instruments) when khe
ti:IIih2 resources could be used to inspect I!W3L’U
i!{:tns. This is especially true when gross fal-
/;ific13tions arc of concerr,

{s[a(BI)]}j = Nina if the jth item
is monitored by
the iuspectora te
using Rhe attri-
butes instrument,
.3r.d

=0 else.

{s[v(BI)]}j =N(BI)/nv(BI) if the jtt’ itr:m
is monitored by
the inspectoratc
using ttle vari-
ables instrument,
and

=0 else.

The sampling vectors e[a(BI)] and sIv(EI)] are
analogous to the vector s(BI) in Sec. 11. Im-
portantly, s[a(BI!] an~ sIv(BI)] are not inrfe-
pendent, since no item can be inspected twice.
Let s[a(R)] be constructed similarly to s[a(BI)l
and so on for receipt!?, shipments, i~nd ending
inventory.

Define s(a) and s(v) in the anticipated WaY:

a(a)T =

{s[a(fiI )lTla[a(R)l Tls[a(S)l Tl a[a(EI~l T}

and (20)

s(v)~ -

{E IV(BI)lTILi[V(R) lTISIV(S)lT] SIV(EI)IT} .

It is not difficult to show that s(a) tnd I(V)
hava similar properties as the vectur s de-
scribed previously, i.e.,

E[sr(a)] = E[tl(v)] = z $

[

T

‘s[a(BI)] 1=k,,(BI)I(BI) - lQ;~~~~).- ,

x
[ 1

= kv(BI) I(LIT) - l-{R;/;l\;L)l ,
GIV(BI)]

{N(ill) [N(B1) -na(ll[ )]}
ka(BI) = ------- ... ..... . . . .. . .. . . . ,. -.,

{iIa(Bl) [N(B1) -- 11} ‘N(B*)>l ‘

(N(HI) !N(lII) - nv(~l )])
kv(BI) = ___ -.. . ---- .- . . -.

{nv(BI) lN(Bf) -“ijj’-”; N())l))l ‘

(:!1)



of cuur~et other samplinr rcglmes generate other

m-itrices and the concept of nonoverlapping ran-
dom sample5 can be extended to more refined
~~.ratification. If inrfepcndent. random samples
were obtaif]cd for the attributes and variable.s
instruments used for the beginning Inventory,
the ~~[*(BI)] allrf Es[v(BI)] would be the same
.as above, but Z~aV(BI) would equal the zero
mntrix.

The inspector can form two D atatistieu for
t!i~ch ~t~at(~. Using beginning inventory as an
uxample, the two statistic are D[a(BI)],

D[a(BI)] o a[a(BI)]Td[a(BI)] , (22)

and DIv(BI)],

DIv(BI)] = a[;(BI)]Td[v(BI)] . (23)

B. A Generalized D Statintlc

By arguments ahdlar to those in SeC. II,
it can be shown that

Era]} = E{DIv(BI)]} = l(B:)Tf(BI) s

W,ich ~M the overall fals!fimtion fOr the
1. ,. ,. “,, nll]g inventory. Au before, this result
appl cti to any sampling rsechanigrns such that
Ef,t[a(RI)]) R E{a[v(BI)]} = s(BI) coupled with
u,ibinscd me~~uremente and independent verifi-
c.vtiw,. The variancca of D[a(BI)] and DIv(BI)]
f,,!: bcginnlng inventoLmy have the same generic
xtI-I:,:r,u~c ~a Eq. (13), and the aama can be said
[or l.’~-]’a of receipts, shipments, L.ld ending
j ,.vcl!tcry.

PWP:NUICD[n(B1)] and DIv(BI)I nre eatlmnt-
il!~ lh~ scunc thing (namnly, overall falslficLl-
tiu;l fur itemir in beginning inventory), these
t’:o sLJLiIIL1cs cnn be cor,!blned to provide a
Llnr.t!: e~tlm.+te th~!n either one alone. The
underlying principle in aimllar to that for a
wei~ht,:t: uvermge, cxccpt th-t tha d~termination
cf wci~htu hem la not atralghtforwurd,

In thn present illustrate.on with nonover-
lnpp!iig rnndom samples, the covariance be-

twel:n E[#(l!I)] md DIv(BI)] h, for syrmnetric
~&v(Mr)i

cov (D[a(B1)], DIv(BI)]}

Y [(i2[)TEc,,v(l]l) f(B!)

+ I(B[)T Iro:ll[) + Eav(nI)I I(DI)

+ tr [In(BJ) + Inv(RI)][Etav(B[)] . (il~)

IioFn t’ t ~hl~ covnrluncc d~pcnrlti on the fulai-
Eir.utt , vcctur f(Bl), Ullf,jrtunatnly, the fal-
~lfLcatlon st,vnnrio Is ullknuwn ill renl applica-
tiulla, LIS thu vnLuo of virtually mty lt,,m coIIld

be falsified to help disguise divcrfiion of nuiLe-
rial elsewhere in the facility. llepelldellcu Of
va:iancea and covari~nces on f(BI) means that

(1) selection of J “good” samplir,K rcglme for
insp~~ction depeuds on the underlying falsi-
fication scenario, and

(2) given a SSMpling plan, choice of weights in
a weLghted average of DIu(DI)] nnd DIv(BI)]
also depends on the underlying falsification
6cenario.

Were a apl:cific scenario of interest, th~

variances of D[4(BI)I and DIv(B1)] tind the
covariance betwetin them can be used to deter-
mine the weights in the usual weighted aversge
to estimate overull falaificat!on. Similar
weighted averagea could be cor.strutted for all
strata, and all of such e.timates combined for
cstim.atton of F. The end rcqult can bc termed
a generalized D statiatic, generalizing from
the conventional framework to the attriL’utc:/
variables framework. In other words, tl.e gen-
eralised D atatiatic DC can be written

Dcrn WB1 D[a(BI)] + (1 - WB~) DIv(BI)] (25)

+ wR D[a(R)] + (1 - WR) D[v(R)]

+ ws D[a(SJ] + (1 - ws) D[v(S)]

+ wEI D[a(EI)] + (1 - WE1) DIv(EI)] ;

where WB1 denotes the weight in the weip;htcd
average of D[a(BI)] urd Dlv(BI)], and WRj ws,

and WE1 are a~milarly defined.

(Aalde: if the stratification scheme for
attributwa measurement la not identical to that

for variables measurements, estimation of fnlsl-
Elcation ia aomewhmt more complex than above.)

c. Varlanca cf MUF-DC

Note that the covari~nce between MUF and
D[M(B!).] ia

.

cov (HUF,D[a(BI)J)

● COV !ST(O + ?), s[d EI)ITd[d BI }])

* cov (s”rh + f), aia(81)]T[o(B[) + f(Bl) - ●(IrIJl)

■ COV (f4tl~, S(81)T[O(81) * f(dl )]} .

Similmrly, thr! cuvari~nre between NUF und
DIv(BI)] 1S

. cov {MUF,DIV(BI)]}

1. CO-, (MUF, X(BI)TIO(BI) + f(DI)]] .



COV (MUF,DG) - COV {~uk’. WBI D[a(t!I)] + (1 - WBI) ~[daI)]

+ WR D[a(R)] + (1 - VR) D[v(R)]

+ ws D[a(S)] + (1 - ws) D[v(S)]

+ WE1 D[a(51)] + (1 - UG1) lJIv(EI)]}

= WB1 COV {FTUF, D[n(BI)]} (I - WSI) COV {MfJF, DIv(BI)

+ WR (2OV {tILfF, D[a(R)]} + (1 - !#R) COV {MUF, D[v(R)

+ ws COV {MUF, D[a(S)]} + (1 - ws) COV {mF, D[v(S)

}

}

}

+ WE1 COV {MUF, D[a(EX)]} + (1 - WEI) COV (MUF, DIv(EI)]}

= COV {ffl.IF, Z(BI)TIO(BI) + f(BI)]}

~R)TIo(R) + f(R)l}+ COV {MUF, z.

+ Cov {MUF, n (s)~[o(s) + f(s)]}

t Cov {KUF, Z(EI)TIO(EI) + f(EI)]}

= COV {fIuF, S(BI)TIO(BI) + f(BI)] + Z(R)TIO(R) + f(R)]

+ Z(S)TIO(S) + f(S)] + Z(EI)TIO(EI) + f(EI)]}

= cov [NUF, ZT(O + f)]

= Var (MuF) ,

.—..— — .— -.. ..

or I,ile vmriunce 01 KUF. Thus, as for the dolI-
v,!:ttinrlal MUl?-D, it follows that

Var (MIJF - DG) = V;lC (DG) - Var (f41JF) . (26)

K:~prcsvlug Eq. (26) F.n a function of ~o, Ei, and
so 011 is an exercise in linear algebra.

IV. DISCUSSION

Results from the previous aectlons are uaa-
ful ;.n the plnnnlng of !nspecthfia as well as
in thu almlysls of rcs.~ltlng data. Plenuing 10
cle.~rly n dit’ficult iusi:u, as there is no iderl
R(llutlono Spdciflc plans effectivri at rfetcr-
rin~/fierectlllg cne type of falsificatlun can Ijo
in!ff,!ctive ngulnnt tvpca in the “oppoaitc
dlrectll .1. ”

Tu lllutitrate, connlchr the case whare a
s,c;llL nurnb.?r Jf nccrrurltnbtll~y VnluOa are fill91-

flIxl by lnrgc amountn. Tha best way to cauntpr
such ,Ict ton is through ~nspuction of MY nwlly
items :la ifi practicnl. “Prchence of fixrd re-
nOuL-CCS mtiv..ten wid,:spremi u~u of nttLJbuteG
in~trurncnts, nn tlva improved nccurucy of tha
n,r)l.c nxpcntiivu vdrinhles instrument is wnsteri
hvro. Convertialy, fnlsffit!atlon Of a large num-
ber c~f ~ccoulltabtl!ty valuea by small dmounte
in puurly dc!ult with by such ~~n approach, as
mv~til!rttmont noise obscllr~?s amull faluiflratlr)ns.

Thus, there does not ●xi~t an inspection that
is “optimal” for all falsification scenarios.

Fur a sp:cific falsification scenario af
interest, one method of generating candidate
sampling plans is trioelect plans for which
(1) cnsta a~e within r.qsource constraints

(otherwise, the “solution” is 100% inspec-
tion using the beat instrumentation avail-
able), and

(2) tha sta~darrl ieviatlon of th- generalized
D OtatiStiC ill 10W.

Such optimization may be nontriviali-especially
lf Isauea of how to stratify or cluster are in-
volved or if the diminishing-teturns nature of
the inopectlon’s co;t VH performance need to be
det*rrnlned. (Aside: in item 2, usc of detec-
tion prubabillty as tha criterion of intelest
could be ent[?rtalrted illstoad of tho standard
dcvl~ltlon, nlthough this cntallti more intensive

c~lculotiorls for opcrnting facilitieti of realis-
Lic Hize nnd galn~ little in term of perfurnw
nncn. )

Repenting the above process for s~.veral
fulslfie/ltJon ucenarlos, plnne that aro robllst--
i.e., thnt have gcwl qunllties with resptct tcr
a numh{?r of Hcenarios--can be generated. Ill

thlm W:ly, snmplf! sizes for mua;iirsr,mnts usin~
attributes tlllll varlablan lrlstrumcllt~ can bu
crhtnlned usl[lg n singl~, unlflvd criLo:riLn.
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